














































Initial National Framework for AI Assurance 
A nationally consistent approach is a key step towards safe and ethical use of artificial 

intelligence by governments in Australia. Working towards a nationally consistent approach 

will ensure that the application of AI projects in government is subject to a similar standard of 

risk assessment across jurisdictions. It will also reduce duplication and resources spent from 

developing individual processes and initiatives in isolation.   

This document sets out principles and best practice processes as the base elements for an 

Initial National Framework for AI Assurance for governments in Australia. This document 

should be used to inform the development of jurisdictions’ independent AI assurance 

processes, through following the recommendations outlined, while exercising judgement on 

adjusting to context where appropriate. Jurisdictions are expected to implement these 

processes and principles agreed by states, territories and Commonwealth representatives of 

the National AI Working Group to achieve consistency in their respective jurisdictions. 

Australia’s AI Ethics Principles 
Australia’s AI Ethics Principles are proposed to be used for the national base approach. This 

will enable a flexible base for AI assurance that will allow national frameworks to develop 

over time in line with the quickly evolving nature of AI technology. Jurisdictions are 

encouraged to adapt these principles to their existing frameworks and ethics principles, as 

well as issuing additional guidance to support interpretation in their individual contexts. 

Australia’s AI Ethics principles are: 

• Human, societal and environmental wellbeing: AI systems should benefit 

individuals, society and the environment. 

• Human-centred values: AI systems should respect human rights, diversity, and the 

autonomy of individuals. 

• Fairness: AI systems should be inclusive and accessible, and should not involve or 

result in unfair discrimination against individuals, communities or groups.  

• Privacy protection and security: AI systems should respect and uphold privacy 

rights and data protection, and ensure the security of data. 

• Reliability and safety: AI systems should reliably operate in accordance with their 

intended purpose. 

• Transparency and explainability: There should be transparency and responsible 

disclosure so people can understand when they are being significantly impacted by 

AI, and can find out when an AI system is engaging with them. 
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- Seeking advice from the Privacy Commissioner (or 
relevant role) 

- Developing a Privacy Management Plan 

Protective and cyber 
security considerations 

Refers to the assessment of the project’s implementation of 
protective security practices for AI projects, that consider risks 
including but not limited to: foreign ownership, control or 
influence, mis/dis-information, and democratic integrity.  

Data Governance Refers to the assessment of the project’s system of decision 
rights and accountabilities for data related processes, including 
for example Indigenous data sovereignty and governance 
considerations. 

Information 
Governance 

Refers to following relevant guidelines where appropriate to 
ensure effective handling of personal and sensitive information: 

- Information classification, labelling and handling 
guidelines for personal information 

- Reasonably ascertainable identity in the definition, 
regulation and handling of personal information 
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